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The World Has been 
Fundamentally 
Transformed by Data 
Science and Data-driven 
Intelligence

Trends vs. Controversies



50 Years of data science 
vs. immature data science discipline

D. Donoho, “50 Years of Data Science,” 2015; 
http://courses.csail.mit.edu/18.337/2015/docs/50Yea
rsDataScience.pdfL. Cao. ACM Computing 

Survey, 2017

L. Cao. IEEE Intelligent 
Systems, 2016

L. Cao. Communications of 
the ACM, 2017

L. Cao. IEEE Intelligent 
Systems, 2019



Ubiquitous data silos
vs. Incomplete data DNA and data genomics

Male, age 32

Lives in SF
Lawyer

Searched on from 
London last week

Searched on:
“Italian 
restaurant
Palo Alto”

Checks Yahoo! Mail 
daily via PC & Phone

Has 25 IM Buddies, 
Moderates 3 Y! Groups, and 
hosts a 360 page viewed by 
10k people

Searched on:
“Hillary Clinton”

Clicked on 
Sony Plasma TV 
SS ad

Purchased Da Vinci 
Code from Amazon

Social Graph (FB)

Likes & 
friends likes

Professional netwk
- reputation

Web searches on 
this person, 
hobbies, work, 
locationMetaData on everything

Blogs, publications, 
news, local papers, job 
info, accidents

Spends 10 hour/week 
On the internet 

We have NOT built human and organizational data DNA/genomics
Data silos: every body, every organization, every where, every thing, every time, every behavior 

L. Cao. Data Science: A 
Comprehensive 
Overview, ACM 
Computing Survey, 
2017



Paradigm shift: Well-developed data analysis   
 Immature data science

L. Cao. Data 
science 
thinking, 
Springer, 2018



Complex real world 
vs. often simple, specific solutions and results



X-complexities and X-intelligences 
vs. Highly simplified assumptions

L. Cao, C. Zhang, R. 
Dai. Intelligence 
Metasynthesis in Building 
Business Intelligence 
Systems, LNCS4845, 2007

L. Cao. Data science: 
Challenges and 
directions, 
Communications of the 
ACM, 2017

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/wimbi07-cao.pdf


L. Cao. Data 
science 
thinking, 
Springer, 2018

Massive data potential 
vs. Significant capability/capacity gaps



L. Cao. Data 
science 
thinking, 
Springer, 2018

Fantastic theories and models 
vs. Tailored data fitting and low actionability



Int. J. Data Science and Analytics



Coupled/entangled nature/realities 
vs. decoupled and disentangled representations

Generative Adversarial Networks (GANs) and Disentangled Representations, 
NeurIPS2018

Couplings in real-life data, 
behaviors and systems:
• Value couplings
• Feature couplings
• Relation couplings
• Structure couplings
• Distribution couplings
• Object couplings 
• Ensembled model 

couplings
• Objective couplings
• Result couplings



The status has not been fundamentally changed:    
We do not know what we do not know

L. Cao. Data 
science: 
Challenges and 
directions, 
Communications 
of the ACM, 2017



Data science and New-generation AI: 
The unknown world

L. Cao. Data 
science: 
Challenges and 
directions, 
Communications 
of the ACM, 2017



One Specific Challenge  
Non-IID Data, Behaviors and Systems



Data/behavior/system non-IIDness
vs. IID assumptions and learning systems

Real-life data/behavior/systems:
• Low quality:

• Sparsity
• Imbalanced
• Noisy 
• Redundant

• Interactive and coupled:
• Interactive vs. relational
• Coupled vs. 

disentangled
• M*couplings

• Heterogeneous and mixed:
• Distributions
• Structures 
• Interactions/couplings
• Static and dynamic



Non-IID Learning
Tutorials: CIKM/KDD/IJCAI 
tutorials
Website: 
noniid.datasciences.org



Non-IID Learning: fundamental yet challenging

O1, O2, O3 share different distributions
d3 = ||O3- O||

= || O3(r13,r23) – O(d1,d2) ||

O1, O2, O3 are iid
d3 = ||O3- O||

IID learning dominates 
classic analytics and learning 
in AI, KDD, ML, CVPR, and 
statistics research and 
methods

IIDness: 
Independence + 
Identical Distribution

Non-IIDness: 
Couplings + 
Heterogeneities



Non-IID power: Rich aspects of non-IIDness

Cao, Longbing. Coupling Learning of Complex Interactions, IP&M, 51(2): 167-186 (2015)

Hierarchical Non-IIDness

Non-IIDness does not limit itself to statistical dependency and non-identical distributions

http://www-staff.it.uts.edu.au/%7Elbcao/publication/JIPM-online.pdf


• Results learned by IID analytical/learning methods and algorithms on 
non-IID data could be:
- suboptimal
- incomplete
- biased, 
- misleading
- incorrect

IID Risk: Problems of IID learning and results

C. Wang, et al. Coupled 
Attribute Similarity Learning 
on Categorical Data, IEEE 
Transactions on Neural 
Networks and Learning 
Systems, 26(4): 781-797 
(2015)

http://203.170.84.89/%7Eidawis33/DataScienceLab/publication/TNNLS-Wang15.final.pdf


Non-IID Learning: A Significant Area

Non-IID 
representati

on

No-IID …

Non-IID 
outlier 

detection

Non-IID 
behavior 
analytics

Non-IID 
recommend

er system

Non-IID 
signal 

processing

Non-IID 
clustering

Non-IID 
feature 

engineering

Non-IIDnessNon-IID  
classification

Non-IID 
image 

processing

Non-IID 
statistical 
learning

Non-IID  
vision 

learning

Non-IID 
network 
analysis

Non-IID rule 
learning

Non-IID 
ensembles



Non-IID 
paradigm

Real-world data, behavior and systems are non-
IID, requiring a non-IID paradigm to understand:
• Data/behavior/system non-IIDness
• Non-IID similarity/dissimilarity 

metrics/measures
• Non-IID representations
• Non-IID learning systems
• Non-IID objective functions
• Non-IID optimization theory
• Non-IID inference theory
• New perspectives …



Non-IID Metric 
Learning

C. Zhu, L. Cao, Q. Liu, J. Yin 
and V. Kumar. Heterogeneous 
Metric Learning of 
Categorical Data with 
Hierarchical Couplings.  TKDE, 
2018.



Motivation

Name Gender Performance Commitment Class

John M A H c1

Mary F B H c1

Sarah F B I c1

David M C L c1

Alice F C I c2

Edward M D L c2

Dis(H,I) = Dis(H,L) = 1Hamming distance: High (H) level commitment is closer to intermediate 
(I) instead of low (L) level.

Dis(H, I) = 0Frequency-based distance: H  commitment is different from I.



Problem statement

Distance metric d(., .) satisfies:

oi
oi xi

xi



The HELIC framework: A multikernel approach

HELIC: Heterogeneous Metric Learning with hIerarchical Couplings

Prior/
Implicit

Explicit/
observed



Capture value co-occurrence

Coupling learning: Value-to-class couplings

Learning Inter-attribute Couplings

Learning Intra-attribute Couplings

Learning Attribute-class Couplings

Capture value frequency

Capture value distribution in each class



Heterogeneity learning: Distributions, 
structures, couplings, etc.

Construct Kernel Spaces: 

Using  various kernel functions for the value-to-class coupling spaces, a set of kernel 
matrices {𝐊𝐊𝟏𝟏,⋯ ,𝐊𝐊𝐧𝐧𝐤𝐤} can be obtained. Further, a set of transformation matrices 
{𝐓𝐓𝟏𝟏,⋯ ,𝐓𝐓𝐧𝐧𝐤𝐤} can be learned to guarantee that the space of the 𝑝𝑝-th transformed 
kernel 𝐊𝐊𝑝𝑝

′ only contains the 𝑝𝑝-th kernel sensitive information, where the 𝐊𝐊𝑝𝑝
′ is defined 

as:



Metric learning

With a positive semi-definite matrix 𝜔𝜔𝑝𝑝 = 𝛼𝛼𝑝𝑝𝐓𝐓𝑝𝑝⊤𝐓𝐓𝑝𝑝, the metric 𝑑𝑑𝑖𝑖𝑖𝑖 is calculated as :

where 𝐤𝐤𝑝𝑝,𝑖𝑖𝑖𝑖 = 𝐊𝐊𝑝𝑝,𝑖𝑖⋅ − 𝐊𝐊𝑝𝑝,𝑗𝑗⋅

The distance can be represented as



Metric learning: Objective function

Objective function: 

Force the distance between 
objects from different 
classes larger than a margin

Selecting the kernels for their 
sensitive data distribution



Representation performance of HELIC



Representation quality of HELIC



 HC: only learn the hierarchical 
couplings. 

 HELIC: learn both hierarchical 
couplings and heterogeneity.

Classification performance of HELIC



Flexibility of HELIC

The HELIC framework can be incorporated into different classifiers



Scalability of HELIC



Scalability of HELIC



Comments

What if different categorical 
attributes have different non-
IIDness?

What if the input are mixed 
with non-IID numerical data 
and non-IID categorical data?

Change kernel representations 
to other representations e.g., 
deep representations, 
probabilistic representations?

How to address the curse of 
non-IIDness?



Statistical Learning of 
Large, Sparse, Dynamic 

and Multisource data

Tutorials: PAKDD19/AAAI20 tutorials

T. Do and L. Cao. Gamma-Poisson 
Dynamic Matrix Factorization 
Embedded with Metadata Influence, 
NIPS2018.



Large, sparse, dynamic and multi-source data



Challenges to statistical learning

• Latent feature learning
• Latent relation learning
• Matrix factorization
• Dynamic learning
• Incorporating multisource data
• Inference 
• Sampling 



Gamma-Poisson dynamic matrix factorization model 
incorporated with metadata influence (mGDMF)

Enrich prior of 
user’s static 

portion using 
metadata

Enrich prior of 
item’s static 

portion using 
metadata

Model dynamics 
of a user

Model dynamics 
of item



mGDMF: Generative process



Inference

 Variational Inference for mGDMF (still statistically i.i.d. though):
 The mean-field family assumes each distribution is independent of the others.



Inference



Experiments

• Datasets:
• (1) Netflix-Time, Netflix-Full [Li et al., 2011].
• (2) Yelp-Active [Jerfel et al., 2017].
• (3) LFM-Tracks, LFM-Bands [Ò. Celma Herrada, 2009].

• Baseline methods:
• Static: 

• HPF [Gopalan et al., 2015], HCPF [Basbug and Engelhard, 2016] as it outperforms many 
baselines in MF including NMP, LDA and PMF. 

• PF-last and HCPF-last are trained by using the last time slice in the training set as the 
observations.

• HPF-all and HCPF-all are trained on all training ratings.
• Dynamic:

• dPF [Charlin et al., 2016] and DCPF [Jerfel et al., 2017].
• dPF was shown to outperform state-of-the-art dynamic collaborative filtering algorithms, 

specifically, BPTF and TimeSVD++.



Effect of metadata and dynamic data modeling



Effect of metadata and dynamic data modeling



Effect of sparse users/items and ‘cold-start’



Case study of mGDMF-based recommendation



Comments

How to cope with 
observable variables with 
different distributions?

When latent variables are 
non-IID, how to conduct 
the sampling and 
inference?

When multiple distinct 
distributions are coupled, 
how to statistically learn 
them in one model?

How can deep Bayesian 
learning capture various 
non-IIDness in complex 
data?



Learning from low quality, 
ultrahigh-dimensional data

Learning Representations of Ultrahigh-dimensional Data 
for Random Distance-based Outlier Detection, KDD2018

Sparse Modeling-based Sequential Ensemble Learning 
for Effective Outlier Detection in High-dimensional 
Numeric Data. AAAI2018.

Learning Homophily Couplings from Non-IID Data for 
Joint Feature Selection and Noise-Resilient Outlier 
Detection. IJCAI2017

Selective Value Coupling Learning for Detecting Outliers 
in High-Dimensional Categorical Data. CIKM2017.

Unsupervised Feature Selection for Outlier Detection by 
Modelling Hierarchical Value-Feature Couplings. 
ICDM2016.



Non-IID Real-life Data

Couplings Heterogeneity

Source: http://www.diabeticrockstar.com Four features from the CoverType data set



Non-IID value-based approach

Guansong Pang, Longbing Cao, Ling Chen. Identifying Outliers in Complex Categorical Data by Modeling Feature Value Couplings. IJCAI16.

𝜎𝜎 𝑣𝑣 =
1
2
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑚𝑚 + 𝑑𝑑𝑑𝑑𝑑𝑑 𝑣𝑣

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑚𝑚 = 1 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑚𝑚)

𝑑𝑑𝑑𝑑𝑑𝑑 𝑣𝑣 =
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑚𝑚 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑣𝑣)

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑚𝑚)

𝒒𝒒𝑣𝑣 = [𝜂𝜂 𝑢𝑢,𝑣𝑣 , … , 𝜂𝜂 𝑤𝑤,𝑣𝑣 ]⊺

= [
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑢𝑢,𝑣𝑣
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣

, … ,
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑤𝑤, 𝑣𝑣
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣

]⊺,∀𝑢𝑢,𝑤𝑤 ∈ 𝑉𝑉\𝑣𝑣

Intra-feature couplings: Inter-feature couplings:

Learning value outlierness from data with non-IID values

 CBRW obtains more than 12%, 12%, 
13%, 7% and 17% improvement on 

these 10 data sets 

Objective function:



• Highly imbalanced
• Highly sparse

End-to-end learning from low-quality complex 
data

• High to ultrahigh-dimensional
• Noisy
• Redundant

 AUC: 7% and 21% improvement 
over COMP and FPOF

 P@n: 37% and 90% over COMP 
and FPOF



Comments

Real-life data is often highly 
complex, while quality may 

not be good

Enterprise data is often of 
low quality but with 

ultrahigh-dimensionality

Existing models on such 
data for risk analysis often 

either do not deliver 
actionable results or do not 

work at all



Concluding remarks



We are lucky in 
the era of data 
science and 
new-generation 
AI, however

Many intrinsic working mechanisms and challenges in complex 
data, behaviors and systems may be still unclear, invisible, and 
unrepresentable

Today’s data science is at its early stage, machine learning and AI 
are highly tailored for particular circumstances, assumptions and 
purposes

Today’s capabilities and capacities for understanding, 
representing, recognizing and learning data complexities and 
intelligences are still limited and far from fully capturing their 
intricate nature 

While recent community interest has shifted to topics including 
data science/AI ethics, interpretability, reproducibility, and 
autoML, many fundamental issues in building actionable 
analytics and learning theories and systems are still open



Thank You Very Much

 Postdoc fellowship

 PhD scholarships

The Data Science Lab
www.datasciences.org
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